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Abstract
Existing deep architectures cannot operate on very
large signals such as megapixel images due to
computational and memory constraints. To tackle
this limitation, we propose a fully differentiable
end-to-end trainable model that samples and pro-
cesses only a fraction of the full resolution input
image. The locations to process are sampled from
an attention distribution computed from a low res-
olution view of the input. We refer to our method
as attention sampling and it can process images
of several megapixels with a standard single GPU
setup. We show that sampling from the attention
distribution results in an unbiased estimator of the
full model with minimal variance, and we derive
an unbiased estimator of the gradient that we use
to train our model end-to-end with a normal SGD
procedure. This new method is evaluated on three
classification tasks, where we show that it allows
to reduce computation and memory footprint by
an order of magnitude for the same accuracy as
classical architectures. We also show the con-
sistency of the sampling that indeed focuses on
informative parts of the input images.

1. Introduction
For a variety of computer vision tasks, such as cancer detec-
tion, self driving vehicles, and satellite image processing, it
is necessary to develop models that are able to handle high
resolution images. The existing CNN architectures, that
provide state-of-the-art performance in various computer
vision fields such as image classification (He et al., 2016),
object detection (Liu et al., 2016), semantic segmentation
(Wu et al., 2019) etc., cannot operate directly on such im-
ages due to computational and memory requirements. To
address this issue, a common practice is to downsample the
original image before passing it to the network. However,
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Figure 1: Common practice to process megapixel images
with CNNs is to downsample them, however this results in
significant loss of information (b, c).

this leads to loss of significant information possibly critical
for certain tasks.

Another research direction seeks to mitigate this problem by
splitting the original high resolution image into patches and
processing them separately (Hou et al., 2016; Golatkar et al.,
2018; Nazeri et al., 2018). Naturally, these methods either
waste computational resources on uninformative patches or
require ground truth annotations for each patch. However,
per patch labels are typically expensive to acquire and are
not available for the majority of the available datasets.

The aforementioned limitations are addressed by two dis-
joint lines of work: the recurrent visual attention models
(Mnih et al., 2014; Ba et al., 2014) and the attention based
multiple instance learning (Ilse et al., 2018). The first seeks
to limit the wasteful computations by only processing some
parts of the full image. However, these models result in
hard optimization problems that limit their applicability to
high resolution images. The second line of work shows
that regions of interest can be identified without explicit
patch annotations by aggregating per patch features with an
attention mechanism. Nevertheless, such methods do not
address the computational and memory issues inherent in
all patch based models.

This work aims at combining the benefits of both. Towards
this goal, we propose an end-to-end trainable model able to
handle multi-megapixel images using a single GPU or CPU.
In particular, we sample locations of “informative patches”
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from an “attention distribution” computed on a lower res-
olution version of the original image. This allows us to
only process a fraction of the original image. Compared to
previous works, due to our attention based weighted aver-
age feature aggregation, we are able to derive an unbiased
estimator of the gradient of the virtual and intractable “full
model” that would process the full-scale image in a standard
feed-forward manner, and do not need to resort to reinforce-
ment learning or variational methods to train. Furthermore,
we prove that sampling patches from the attention distribu-
tion results in the minimum variance estimator of the “full
model”.

We evaluate our model on three classification tasks and
we show that our proposed attention sampling achieves
comparable test errors with Ilse et al. (2018), that considers
all patches from the high resolution images, while being up
to 25× faster and requiring up to 30× less memory.

2. Related Work
In this section, we discuss the most relevant body of work
on attention-based models and techniques to process high
resolution images using deep neural networks, which can be
trained from a scene-level categorical label. Region proposal
methods that require per-patch annotations, such as instance-
level bounding boxes (Girshick et al., 2014; Redmon et al.,
2016; Liu et al., 2016), do not fall in that category.

2.1. Recurrent visual attention models

This line of work includes models that learn to extract a
sequence of regions from the original high resolution image
and only process these at high resolution. The regions are
processed in a sequential manner, namely the distribution
to sample the n-th region depends on the previous n − 1
regions. Mnih et al. (2014) were the first to employ a re-
current neural network to predict regions of interest on the
high resolution image and process them sequentially. In
order to train their model, which is not differentiable, they
use reinforcement learning. In parallel, Ranzato (2014);
Ba et al. (2014) proposed to additionally downsample the
input image and use it to provide spatial context to the recur-
rent network. Ramapuram et al. (2018) improved upon the
previous works by using variational inference and Spatial
Transformer Networks (Jaderberg et al., 2015) to solve the
same optimization problem.

All the aforementioned works seek to solve a complicated
optimization problem that is non differentiable and is ap-
proximated with either reinforcement learning or variational
methods. Instead of employing such a complicated model
to aggregate the features of the patches and generate depen-
dent attention distributions that result in a hard optimization
problem, we propose to use an attention distribution to per-

form a weighted average of the features, which allows us to
directly train our model with SGD.

2.2. Patch based models

Such models (Hou et al., 2016; Liu et al., 2017; Nazeri
et al., 2018) divide the high resolution image into patches
and process them separately. Due to the lack of per patch
annotations, the above models need to introduce a separate
method to provide labels for training the patch level net-
work. Instead attention sampling does not require any patch
annotations and through the attention mechanism learns to
identify regions of interest in arbitrarily large images.

2.3. Attention models

Xu et al. (2015) were the first to use soft attention methods
to generate image captions. More related to our work is the
model of Ilse et al. (2018), where they use the attention distri-
bution to aggregate a bag of features. To apply their method
to images, they extract patches, compute features and ag-
gregate them with an attention distribution that is computed
from these features. This allows them to infer regions of
interest without having access to per-patch labels. However,
their model wastes computational resources by handling all
patches, both informative and non-informative. Our method,
instead, learns to focus only on informative regions of the
image, thus resulting in orders of magnitude faster compu-
tation while retaining equally good performance.

2.4. Other methods

Jaderberg et al. (2015) propose Spatial Transformer Net-
works (STN) that learn to predict affine transformations of
a feature map than includes cropping and rescaling. STNs
employ several localization networks, that operate on the
full image, to generate these transformations. As a result,
they do not scale easily to megapixel images or larger. Re-
casens et al. (2018) use a low resolution view of the image
to predict a saliency map that is used in conjunction with
the differentiable STN sampler to focus on useful regions of
the high resolution image by making them larger. In com-
parison, attention sampling focuses on regions by weighing
the corresponding features with the attention weights.

3. Methodology
In this section, we formalize our proposed attention-
sampling method. Initially, we introduce a generic for-
mulation for attention and we show that sampling from the
attention distribution generates an optimal approximation
in terms of variance that significantly reduces the required
computation. In § 3.2.2, we derive the gradient with respect
to the parameters of the attention and the feature network
through the sampling procedure. In § 3.3 and § 3.4, we
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provide the methodology that allows us to speed up the pro-
cessing of high resolution images using attention sampling
and is used throughout our experiments.

3.1. Attention in neural networks

Let x, y denote an input-target pair from our dataset. We
consider Ψ(x; Θ) = g(f(x; Θ); Θ) to be a neural network
parameterized by Θ. f(x; Θ) ∈ RK×D is an intermediate
representation of the neural network that can be thought of
as K features of dimension D, e.g. the last convolutional
layer of a ResNet architecture or the previous hidden states
and outputs of a recurrent neural network.

Employing an attention mechanism in the neural network
Ψ(·) at the intermediate representation f(·) is equivalent to
defining a function a(x; Θ) ∈ RK+ s.t.

∑K
i=1 a(x; Θ)i = 1

and changing the definition of the network to

Ψ(x; Θ) = g

(
K∑
i=1

a(x; Θ)if(x; Θ)i

)
, (1)

given that the subscript i extracts the i-th row from a matrix
or the i-th element from a vector.

3.2. Attention sampling

By definition, a(·) is a multinomial distribution over K
discrete elements (e.g. locations in the images). Let I be a
random variable sampled from a(x; Θ). We can rewrite the
attention in the neural network Ψ(·) as the expectation of
the intermediate features over the attention distribution a(·)

Ψ(x; Θ) = g

(
K∑
i=1

a(x; Θ)if(x; Θ)i

)
(2)

= g

(
E

I∼a(x;Θ)
[f(x; Θ)I ]

)
. (3)

Consequently, we can avoid computing all K features by
approximating the expectation with a Monte Carlo estimate.
We sample a set Q of N i.i.d. indices from the attention
distribution, Q = {qi ∼ a(x; Θ) | i ∈ {1, 2, . . . , N}} and
approximate the neural network with

Ψ(x; Θ) ≈ g

 1

N

∑
q∈Q

f(x; Θ)q

 . (4)

3.2.1. RELATION WITH IMPORTANCE-SAMPLING

We are interested in deriving an approximation with min-
imum variance so that the output of the network does not
change because of the sampling. In the following para-
graphs, we show that sampling from a(x; Θ) is optimal in
that respect.

Let P denote a discrete probability distribution on the K
features with probabilities pi. We want to sample from P
such that the variance is minimized. Concretely, we seek
P ∗ such that

P ∗ = argmin
P

V
I∼P

[
a(x; Θ)If(x; Θ)I

pI

]
. (5)

We divide by pI to ensure that the expectation remains
the same regardless of P . One can easily verify that
EI∼P

[
a(x;Θ)If(x;Θ)I

pI

]
= EI∼a(x;Θ)[f(x; Θ)I ]. We con-

tinue our derivation as follows:

argmin
P

V
I∼P

[
a(x; Θ)If(x; Θ)I

pI

]
(6)

= argmin
P

E
I∼P

[(
a(x; Θ)I
pI

)2

‖f(x; Θ)I‖22

]
(7)

= argmin
P

K∑
i=1

a(x; Θ)2
i

pi
‖f(x; Θ)i‖22 . (8)

The minimum of equation 8 is

p∗i ∝ a(x; Θ)i ‖f(x; Θ)i‖2 , (9)

which means that sampling according to the attention distri-
bution is optimal when we do not have information about
the norm of the features. This can be easily enforced by
constraining the features to have the same L2 norm.

3.2.2. GRADIENT DERIVATION

In order to use a neural network as our attention distribution
we need to derive the gradient of the loss with respect to
the parameters of the attention function a(·; Θ) through
the sampling of the set of indices Q. Namely, we need to
compute

∂ 1
N

∑
q∈Q f(x; Θ)q

∂θ
(10)

for all θ ∈ Θ including the ones that affect a(·).

By exploiting the Monte Carlo approximation and the mul-
tiply by one trick, we show that

∂

∂θ

1

N

∑
q∈Q

f(x; Θ)q ≈ E
I∼a(x;Θ)

[
∂
∂θ [a(x; Θ)If(x; Θ)I ]

a(x; Θ)I

]
.

(11)

In equation 11, the gradient of each feature is weighed
inversely proportionally to the probability of sampling that
feature. This result is expected, because the “effect” of
rare samples should be increased to account for the low
observation frequency (Kahn & Harris, 1951). This allows
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us to derive the gradients of our attention sampling method
as follows:

∂

∂θ

1

N

∑
q∈Q

f(x; Θ)q =
1

N

∑
q∈Q

∂
∂θ [a(x; Θ)qf(x; Θ)q]

a(x; Θ)q
,

(12)

which requires computing only the rows of f(·) for the
sampled indices in Q. Due to lack of space, a detailed
derivation of equation 11, can be found in our supplementary
material.

3.2.3. SAMPLING WITHOUT REPLACEMENT

In our initial analysis, we assume that Q is sampled i.i.d.
from a(x; Θ). However, this means that it is probable to
sample the same element multiple times, especially as the
entropy of the distribution decreases during the training of
the attention network. To avoid computing a feature multiple
times and to make the best use of the available computa-
tional budget we propose sampling without replacement.

We model sampling without replacement as follows: Ini-
tially, we sample a position i1 with probability p1(i) ∝
a(x; Θ)i ∀i. Subsequently, we sample the second posi-
tion i2, given the first, with probability p2(i | i1) ∝
a(x; Θ)i ∀i 6= i1. Following this reasoning, we can define
sampling the n-th position with probability

∀i /∈ {i1, i2, . . . , in−1},
pn(i | i1, i2, . . . , in−1) ∝ a(x; Θ)i (13)

Simply averaging the features, as in equation 4, would result
in a biased estimator. Instead, we use

E
I1,I2,...,In

[
n−1∑
k=1

a(x; Θ)Ikf(x; Θ)Ik+ (14)

f(x; Θ)In
∑

t/∈{I1,I2,...,In−1}

a(x; Θ)t

]
= (15)

E
I1,I2,...,In

[
K∑
i=1

a(x; Θ)if(x; Θ)i

]
= (16)

E
I∼a(x;Θ)

[
f(x; Θ)I

]
. (17)

We assume that I1 to In are sampled from p1(i) to pn(i)
accordingly. Following the reasoning of § 3.2.2, we com-
pute the gradient through the sampling in an efficient and
numerically stable way. The complete analysis is given in
the supplementary material.

3.3. Multi-resolution data

For most implementations of attention in neural networks,
a(·) is a function of the features f(·) (Ilse et al., 2018). This

means that in order to compute the attention distribution we
need to compute all the features. However, in order to take
advantage of our Monte Carlo Estimation of equation 4 and
avoid computing all K features, we use a lower resolution
view of the data. This allows us to gain significant speedup
from attention sampling.

Given an image x ∈ RH×W×C where H , W , C denote the
height, width and channels respectively, and its correspond-
ing view V (x, s) ∈ Rh×w×C at scale s we compute the
attention as

a(V (x, s); Θ) : Rh×w×C → Rhw, (18)

where h < H and w < W . We also define a function
P (x, i) that extracts a patch from the full resolution image
x centered around the corresponding i-th pixel in V (x, s).

Based on the above, we derive a model capable of only con-
sidering few patches from the full size image x, as follows:

Ψ(x) = g

(
hw∑
i=1

a(V (x, s))if(P (x, i))

)
(19)

≈ g

 1

N

∑
q∈Q

f(P (x, q))

 . (20)

Note that both the attention and feature functions have train-
able parameters Θ which we omit for clarity. In the formu-
lation of equation 20, we do not consider the location of the
sampled patches P (x, q). This is not an inherent limitation
of the model since we can simply pass the location as a
parameter in our feature function f(·).

3.4. Implementation details

In this section, we discuss the specifics of our proposed at-
tention sampling. Equation f(·) is implemented by a neural
network which we refer to as feature network. Similarly a(·)
is another neural network, typically, significantly smaller,
referred to as attention network. Finally, function g(·) is a
linear classification layer.

In order to control the exploration-exploitation dilemma we
introduce an entropy regularizer for the attention distribu-
tion. Namely given a loss function L(x, y; Θ) we use

L′(x, y; Θ) = L(x, y; Θ)− λH(a(x; Θ)), (21)

whereH(x) denotes the entropy of the distribution x. This
regularizer prevents the attention network from quickly de-
ciding which patches are informative. This results in an
exploration of the available patch space during the initial
stage of training. Due to lack of space we evaluate the im-
pact of this regularizer qualitatively in our supplementary.

As already mentioned in § 3.2.1, normalizing the features
in terms of the L2 norm guarantees that the attention dis-
tribution produces the minimum variance estimator of the
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Figure 2: Comparison of attention sampling (ATS) with a
CNN on Megapixel MNIST. We observe that we can trade
optimization accuracy for time by sampling fewer patches.

“full model”; thus in all the feature networks we add L2

normalization as the final layer.

4. Experimental evaluation
In this section, we analyse experimentally the performance
of our attention sampling approach on three classification
tasks. We showcase the ability of our model to focus on
informative parts of the input image which results in sig-
nificantly reduced computational requirements. We refer
to our approach as ATS or ATS-XX where XX denotes the
number of sampled patches. Note that we do not consider
per-patch annotations for any of the used datasets. The
code used for the experiments can be found in https:
//github.com/idiap/attention-sampling.

4.1. Introduction

4.1.1. BASELINES

Most related to our method is the patch based approach of
Ilse et al. (2018) that implements the attention as a function
of the features of each patch. For the rest of the experiments,
we refer to this method as Deep MIL. For Deep MIL, we
specify the patches to be extracted from each high resolution
image by a regular grid of varying size depending on the
dimensions of the input image and the patch size. Note that
the architecture of the feature network and the patch size
used for Deep MIL is always the same as the ones used for

Epoch 0 Epoch 5 Epoch 10 Epoch 15 Epoch 20

Epoch 25 Epoch 30 Epoch 35 Epoch 40 Epoch 45

Figure 3: The evolution of the attention distribution on
Megapixel MNIST. Yellow means higher attention. At the
first image (epoch 0) we mark the position of the digits with
the red dots. The attention finds the three digits and focuses
on them instead of the noise which can be clearly seen in
epochs 10 and 15.

our attention sampling method.

To showcase that existing CNN architectures are unable to
operate on megapixel images, we also compare our method
to traditional CNN models. Typically, the approach for han-
dling high resolution images with deep neural networks is to
downsample the input images. Thus; for a fair comparison,
we train the CNN baselines using images at various scales.
The specifics of each network architecture are described in
the corresponding experiment. For more details, we refer
the reader to our supplementary material.

Finally, to show that the learned attention distribution is
non-trivial, we replace the attention network of our model
with a fixed network that predicts the uniform distribution
and compare the results. We refer to this baseline as U-XX
where XX denotes the number of sampled patches.

4.1.2. METRICS

Our proposed model allows us to trade off computation with
increased performance. Therefore, besides reporting just
the achieved test error, we also measure the computational
and memory requirements. To this end, we report the per
sample wall-clock time for a forward/backward pass and
the peak GPU memory allocated for training with a batch
size of 1, as reported by the TensorFlow (Abadi et al., 2016)
profiler. Note that for attention sampling, extracting a patch,
reading it from main memory and moving it to the GPU
memory is always included in the reported time. Regarding
the memory requirements of our baselines, it is important
to mention that the maximum used memory depends on
the size of the high resolution image, whereas for attention
sampling it only depends on the number sampled patches
and the patch size. For a fair comparison in terms of both
memory and computational requirements, with Deep MIL,

https://github.com/idiap/attention-sampling
https://github.com/idiap/attention-sampling


Processing Megapixel Images with Deep Attention-Sampling Models

we make sure that the patches are extracted from a grid with
a stride at least half the size of the patch. Finally, due to
lack of space, we provide extensive qualitative results of the
learned attention distribution in the supplementary material.

4.2. Megapixel MNIST

We evaluate attention sampling on an artificial dataset based
on the MNIST digit classification task (LeCun et al., 2010).
We generate 6000 empty images of size 1500 × 1500 and
we place patches of random noise at 50 random locations.
The size of each patch is equal to an MNIST digit. In
addition, we randomly position 5 digits sampled from the
MNIST dataset, 3 belonging to the same class and 2 to a
random class. The task is to identify the digit with the most
occurrences. We use 5000 images for training and 1000 for
testing.

For ATS, the attention network is a three layer convolutional
network and the feature network is inspired from LeNet-1
(LeCun et al., 1995). To compute the attention, we down-
sample the image to 180 × 180 which results in 32, 400
patches to sample from. The sampled patches from the high
resolution image have size 50 × 50 pixels. For the CNN
baseline, we train it on the full size images. Regarding
uniform sampling, we note that it does not perform better
than random guessing, due to the very large sampling space
(32, 400 possible patches); thus we omit it from this exper-
iment. Furthermore, we also omit Deep MIL because the
required memory for a batch size of 1 exceeds the available
GPU memory.

4.2.1. PERFORMANCE

Initially, we examine the effect of the number of sampled
patches on the performance of our method. We sample
{5, 10, 25, 50, 100} patches for each image which corre-
sponds to 0.01% to 0.3% of the available sampling space.
We train our models 5 independent runs for 500 epochs and
the averaged results are depicted in figures 2a and 2b. The
figures show the training loss and test error, respectively,
with respect to wall clock time both for ATS and the CNN
baseline. Even though the CNN has comparably increased
capacity, we observe that ATS is order of magnitudes faster
and performs better.

As expected, we observe that attention sampling directly
trades performance for speed, namely sampling fewer
patches results in both higher training loss and test error.
Although the CNN baseline performs better than random
guessing, achieving roughly 40% error, it is still more than
an order of magnitude higher than ATS.

4.2.2. EVOLUTION OF THE ATTENTION DISTRIBUTION

The quantitative results of the previous section demonstrate
that attention sampling processes high resolution images
both faster and more accurately than the CNN baseline.
However, another important benefit of using attention is the
increased interpretability of the decisions of the network.
This can be noticed from Figure 3, where we visualize the
evolution of the attention distribution as the training pro-
gresses. In particular, we select a patch from a random im-
age from the dataset that contains 6 distinct items, 3 pieces
of noise and 3 digits, and draw the attention distribution for
that patch. We observe that the attention distribution starts
as uniform. However, during training, we note that the at-
tention network first learns to distinguish empty space from
noise and digits and subsequently even noise from digits.
This explains why by only sampling 5 patches we achieve
approximately 20% error, even though it is the minimum
required to be able to confidently classify an image.

4.3. Histopathology images

In this experiment, we evaluate attention sampling on the
colon cancer dataset introduced by Sirinukunwattana et al.
(2016) to detect whether epithelial cells exist in a hema-
toxylin and eosin (H&E) stained image.

This dataset contains 100 images of dimensions 500× 500.
The images originate both from malignant and normal tissue
and contain approximately 22,000 annotated cells. Follow-
ing the experimental setup of Ilse et al. (2018), we treat the
problem as binary classification where the positive images
are the ones that contain at least one cell belonging in the
epithelial class. While the size of the images in this dataset
is less than one megapixel, our method can easily scale
to datasets with much larger images, as the computational
and memory requirements depend only on the size and the
number of the patches. However, this does not apply to our
baselines, where both the memory and the computational
requirements scale linearly with the size of the input image.
As a result, this experiment is a best case scenario for our
baselines.

For our model, we downsample the images by a factor of
5 and we use the attention network described in § 4.2. The
feature network of our model is the same as the one proposed
by Ilse et al. (2018) with input patches of size 27× 27. For
Deep MIL, we extract 2,500 patches per image at a regular
grid. Regarding the CNN baseline, we use a ResNet (He
et al., 2016) architecture. Furthermore, we perform data
augmentation by small random adjustments to the brightness
and contrast of each image. Following Ilse et al. (2018), we
perform 5 independent runs and report the mean and the
standard error of the mean.
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Method Scale Train Loss Test Error Time/sample Memory/sample

U-10 0.2/1 0.210 ± 0.031 0.156 ± 0.006 1.8 ms 19 MB
U-50 0.2/1 0.075 ± 0.000 0.124 ± 0.010 4.6 ms 24 MB
CNN 0.5 0.002 ± 0.000 0.104 ± 0.009 4.8 ms 65 MB
CNN 1 0.002 ± 0.000 0.092 ± 0.012 18.7 ms 250 MB
Deep MIL (Ilse et al., 2018) 1 0.007 ± 0.000 0.093 ± 0.004 48.5 ms 644 MB

ATS-10 0.2/1 0.083 ± 0.019 0.093 ± 0.014 1.8 ms 21 MB
ATS-50 0.2/1 0.028 ± 0.002 0.093 ± 0.019 4.5 ms 26 MB

Table 1: Performance comparison of attention sampling (ATS) with a CNN and Deep MIL on the colon cancer dataset
comprised of H&E stained images. The experiments were run 5 times and the average (± a standard error of the mean) is
reported. ATS performs equally well to Deep MIL and CNN in terms of test error, while being at least 10x faster.

(a) (b) (c) (d)

Figure 4: Visualization of the learned attention distributions
for Deep MIL (c) and our attention sampling (d) on an H&E
stained image from the colon cancer dataset. (a) depicts the
raw image and (b) depicts the cells that belong to the ep-
ithelial class. Images (c) and (d) are created by multiplying
every patch in (a) by the corresponding normalized atten-
tion weight. Both methods localize the attention distribution
effectively on the informative parts of the image.

4.3.1. PERFORMANCE

The results of this experiment are summarized in Table 1.
We observe that sampling from the uniform distribution 10
and 50 patches is clearly better than random guessing by
achieving 15.6% and 12.4% error respectively. This stems
from the fact that each positive sample contains hundreds of
regions of interest, namely epithelial cells, and we only need
one to classify the image. As expected, attention sampling
learns to focus only on informative parts of the image thus
resulting in approximately 35% lower test error and 3 times
lower training loss. Furthermore, compared to Deep MIL
and CNN, ATS-10 performs equally well while being 25x
and 10x faster respectively. Moreover, the most memory
efficient baseline (CNN) needs at least 3x more memory
compared to attention sampling, while Deep MIL needs 30x
more.

4.3.2. ATTENTION DISTRIBUTION

To show that our proposed model indeed learns to focus on
informative parts of the image, we visualize the learned
attention distribution at the end of training. In particu-
lar, we select an image from the test set and we compute
the attention distribution both for Deep MIL and attention
sampling. Subsequently, we weigh each corresponding
patch with a normalized attention value that is computed as

(a) (b) (c)

(d)

(e)

Figure 5: Visualization of the learned attention distributions
for Deep MIL (b) and our attention sampling (c) on an image
from the speed limits dataset (a). (d) and (e) depict the
marked regions from (a) which are also selected by attention
sampling. We observe that both of them contain speed limit
signs unrecognizable in the low resolution image.

wi = ai−min(a)
max(a)−min(a) . For reference, in Figure 4, apart from

the two attention distributions, we also visualize the patches
that contain an epithelial cell. Both models identify epithe-
lial cells without having access to per-patch annotations. In
order to properly classify an image as positive or not, we
just need to find a single patch that contains an epithelial
cell. Therefore, despite the fact that the learned attention
using attention sampling matches less well the distribution
of the epithelial cells (Figure 4b), compared to Deep MIL,
it is not necessarily worse for the classification task that
we are interested in. However, it is less helpful for detect-
ing regions of interest. In addition, we also observe that
both attentions have significant overlap even on mistakenly
selected patches such as the bottom center of the images.

4.4. Speed limit sign detection

In this experiment, we seek to classify images based on
whether they contain no speed limit or a limit sign of 50, 70
or 80 kilometers per hour. We use a subset of the Swedish
traffic signs dataset (Larsson & Felsberg, 2011), for which
we do not use explicit annotations of the signs, just one label
for each image. The dataset contains 3, 777 images anno-
tated with 20 different traffic sign classes. Each image is
1.3 megapixels, namely 960× 1280 pixels. As some classes
contain less than 20 samples, we limit the classification task
to the one described above. The resulting dataset consists of
747 training images and 684 test images, distributed approx-
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Method Scale Train Loss Test Error Time/sample Memory/sample

U-5 0.3/1 1.468 ± 0.317 0.531 ± 0.004 7.8 ms 39 MB
U-10 0.3/1 0.851 ± 0.408 0.472 ± 0.008 10.8 ms 78 MB
CNN 0.3 0.003 ± 0.001 0.311 ± 0.049 6.6 ms 86 MB
CNN 0.5 0.002 ± 0.001 0.295 ± 0.039 15.6 ms 239 MB
CNN 1 0.002 ± 0.000 0.247 ± 0.001 64.2 ms 958 MB
Deep MIL (Ilse et al., 2018) 1 0.077 ± 0.089 0.083 ± 0.006 97.2 ms 1,497 MB

ATS-5 0.3/1 0.162 ± 0.124 0.089 ± 0.002 8.5 ms 86 MB
ATS-10 0.3/1 0.082 ± 0.032 0.095 ± 0.008 10.3 ms 118 MB

Table 2: Performance comparison of attention sampling (ATS) with a CNN and Deep MIL on the speed limits dataset. The
experiments were run 3 times and the average (± a standard error of the mean) is reported. ATS performs equally well as
Deep MIL while being at least 10x faster. Regarding CNN, we note that both Deep MIL and attention sampling perform
significantly better.

imately as 100 images for each speed limit sign and 400 for
the background class, namely no limit sign.

An interesting fact about this dataset is that in order to prop-
erly classify all images it is mandatory to process them in
high resolution. This is illustrated in Figure 1, where from
the downsampled image one can deduce the existence of
a speed limit sign, without being able to identify the num-
ber of kilometers written on it. Objects that are physically
far from the moving camera become unrecognizable when
downsampling the input image. This property might be criti-
cal, for early detection of pedestrians or collision avoidance
in a self-driving car scenario.

For attention sampling, we downsample the original image
by approximately a factor of 3 to 288× 384. The attention
network is a four layer convolutional network and the feature
network of both our model and Deep MIL is a simple ResNet.
For Deep MIL, we extract 192 patches on a grid 12× 16 of
patch size 100×100. For a fair comparison, we evaluate the
CNN baseline using images at various resolutions, namely
scales 0.3, 0.5 and 1.0.

Again also for this dataset, we perform data augmentation,
namely random translations and contrast brightness adjust-
ments. In addition, due to class imbalance, for all evaluated
methods, we use a crossentropy loss weighted with the in-
verse of the prior of each class. We perform 3 independent
runs and report the mean and the standard error of the mean.

4.4.1. PERFORMANCE

Table 2 compares the proposed model to our baselines on
the speed limits dataset. We observe that although the CNN
learns the training set perfectly, it fails to generalise. For
the downsampled images, this is expected as the limits on
the traffic signs are indistinguishable. Similarly, due to the
small number of informative patches, uniform sampling fails
to correctly classify both the training set and the test set. We
observe that attention sampling achieves comparable test
error to Deep MIL by using just 5 patches, instead of 192.
This results in significant speedups of more than an order

of magnitude. Regarding the required memory, attention
sampling needs 17x less memory compared to Deep MIL.

4.4.2. ATTENTION DISTRIBUTION

In this section, we compare qualitatively the learned atten-
tion distribution of Deep MIL and attention sampling on an
image from the test set of the speed limits dataset. In Fig-
ure 5a, we mark the positions of speed limit signs with red
circles and visualize the corresponding patches in figures
5d and 5e. We observe that the attention distribution from
our proposed model has high probability for both patches
whereas Deep MIL locates both but selects only one. Also
in this dataset, both models identify regions of interest in
the images without being given any explicit per-patch label.

5. Conclusions
We have presented a novel algorithm to efficiently process
megapixel images in a single CPU or GPU. Our algorithm
only processes fractions of the input image, relying on an
attention distribution to discover informative regions of the
input. We show that we can derive the gradients through the
sampling and train our model end-to-end with SGD. Further-
more, we show that sampling with the attention distribution
is the optimal approximation, in terms of variance, of the
model that processes the whole image.

Our experiments show that our algorithm effectively iden-
tifies the important regions in two real world tasks and an
artificial dataset without any patch specific annotation. In
addition, our model executes an order of magnitude faster
and requires an order of magnitude less memory than state
of the art patch based methods and traditional CNNs.

The presented line of research opens several directions for
future work. We believe that a nested model of attention
sampling can be used to efficiently learn to discover infor-
mative regions and classify up to gigapixel images using a
single GPU. In addition, attention sampling can be used in
resource constrained scenarios to finely control the trade-off
between accuracy and spent computation.
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A. Introduction
This supplementary material is organised as follows: In § B
and § C we provide the detailed derivation of the gradients
for our attention sampling. Subsequently, in §D we mention
additional related work that might be of interest to the read-
ers. In § E and § F we present experiments that analyse the
effect of our entropy regularizer and the number of patches
sampled on the learned attention distribution. In § G, we
visualize the attention distribution of our method to show
it focuses computation on the informative parts of the high
resolution images. Finally, in § H we provide details with
respect to the architectures trained for our experiments.

B. Sampling with replacement
In this section, we detail the derivation of equation 11 in our
main submission. In order to be able to use a neural network
as our attention distribution we need to derive the gradient
of the loss with respect to the parameters of the attention
function a(·; Θ) through the sampling of the set of indices
Q. Namely, we need to compute

∂ 1
N

∑
q∈Q f(x; Θ)q

∂θ
(1)

for all θ ∈ Θ including the ones that affect a(·).

By exploiting the Monte Carlo approximation and the mul-
tiply by one trick, we get

∂

∂θ

1

N

∑
q∈Q

f(x; Θ)q (2)

≈ ∂

∂θ

K∑
i=1

a(x; Θ)if(x; Θ)i (3)

=

K∑
i=1

∂

∂θ
[a(x; Θ)if(x; Θ)i] (4)

=

K∑
i=1

a(x; Θ)i
a(x; Θ)i

∂

∂θ
[a(x; Θ)if(x; Θ)i] (5)

= EI∼a(x;Θ)

[
∂
∂θ [a(x; Θ)If(x; Θ)I ]

a(x; Θ)I

]
. (6)

C. Sampling without replacement
In this section, we derive the gradients of the attention dis-
tribution with respect to the feature network and attention
network parameters. We define

• fi = f(x; Θ)i for i ∈ {1, 2, . . . ,K} to be the K fea-
tures

• ai = a(x; Θ)i for i ∈ {1, 2, . . . ,K} to be the proba-
bility of the i-th feature from the attention distribution
a

• wi =
∑
j 6=i aj

We consider sampling without replacement to be sampling
an index i from a and then sampling from the distribution
pi(j) defined for j ∈ {1, 2, . . . , i − 1, i + 1, . . . ,K} as
follows,

pi(j) =
aj
wi
. (7)

Given samples i, j sampled from a and pi, we can make an
unbiased estimator for EI∼a[fI ] as follows,

aifi + wifj ' (8)
EI∼a[EJ∼pI [aIfI + wIfJ ]] = (9)
EI∼a[aIfI + EJ∼pI [wIfJ ]] = (10)

EI∼a

aIfI +
∑
j 6=I

ajfj

 = (11)

EI∼a

 K∑
j=1

ajfj

 = (12)

EI∼a[fI ] . (13)

Using the same i, j sampled from a and pi accordingly, we
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can estimate the gradient as follows,

∂

∂θ
EI∼a[fI ] =

(14)
∂

∂θ
EI∼a[EJ∼pI [aIfI + wIfJ ]] =

(15)

∂

∂θ

K∑
i=1

∑
j 6=i

aipi(j) (aifi + wifj) =

(16)
K∑
i=1

∑
j 6=i

∂

∂θ
aipi(j) (aifi + wifj) =

(17)
K∑
i=1

∑
j 6=i

aipi(j)

aipi(j)

∂

∂θ
aipi(j) (aifi + wIfj) =

(18)

EI∼a

[
EJ∼pI

[
∂
∂θaIpI(J) (aIfI + wIfJ)

aIpI(J)

]]
'

(19)
∂
∂θaipi(j) (aifi + wifj)

aipi(j)
=

(20)

pi(j) (aifi + wifj)
∂
∂θai

aipi(j)
+
ai

∂
∂θpi(j) (aifi + wifj)

aipi(j)
=

(21)

(aifi + wifj)
∂
∂θai

ai
+

∂
∂θpi(j) (aifi + wifj)

pi(j)
=

(22)

(aifi + wifj)
∂

∂θ
log(ai) +

∂
∂θpi(j) (aifi + wifj)

pi(j)
.

(23)

When we extend the above computations for sampling more
than two samples, the logarithm in equation 23 allows us
to avoid the numerical errors that arise from the cumulative
product at equation 20.

D. Extra related work
For completeness, in this section we discuss parts of the
literature that are tangentially related to our work.

Combalia & Vilaplana (2018) consider the problem of high-
resolution image classification from the Multiple Instance
Learning perspective. The authors propose a two-step pro-
cedure; initially random patches are sampled and classified.
Subsequently, more patches are sampled around the patches

that resulted in confident predictions. The most confident
prediction is returned. Due to the lack of the attention mech-
anism, this model relies in identifying the region of interest
via the initial random patches. However, in the second pass
the prediction is finetuned if informative patches are likely
to be spatially close with each other.

Maggiori et al. (2017) propose a neural network architecture
for the pixelwise classification of high resolution images.
The authors consider features at several resolutions and
train a pixel-by-pixel fully connected network to combine
the features into the final classification. The aforementioned
approach could be used with our attention sampling to ap-
proach pixelwise classification tasks such as semantic seg-
mentation.

E. Ablation study on the entropy regularizer
To characterize the effect of the entropy regularizer on our
attention sampling, we train with the same experimental
setup as for the histopathology images of § 4.3 but varying
the entropy regularizer λ ∈ {0, 0.01, 0.1, 1}. The results are
depicted in Figure 1. Using no entropy regularizer results in
a very selective attention distribution in the first 60 epochs of
training. On the other hand, a high value for λ, the entropy
regularizer weight, drives the sampling distribution towards
uniform.

In our experiments we observed that values close to 0.01
(e.g. 0.005 or 0.05) had no observable difference in terms of
the final attention distribution.

F. Ablation study on the number of patches
According to our theory, the number of patches should not
affect the learned attention distribution. Namely, the ex-
pectation of the gradients and the predictions should be the
same and the only difference is in the variance.

In Figure 2, we visualize, in a similar fashion to E, the atten-
tion distributions learned when sampling various numbers
of patches per image for training. Although the distributions
are different in the beginning of training after approximately
100 epochs they converge to a very similar attention distri-
bution.

G. Qualitative results of the learned attention
distribution

In this section, we provide additional visualizations of the
learned attention distribution using both attention sampling
and Deep MIL on our two real world datasets, namely the
Histopathology images § G.1 and the Speed limits § G.2.
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Sample image

λ = 0

λ = 0.01

λ = 0.1

λ = 1

Epoch 0 Epoch 20 Epoch 40 Epoch 60

Figure 1. We visualize the effects of the entropy regularizer on the sampling distribution computeed from a test image of the colon cancer
dataset in the first 60 epochs of training. We observe that no entropy regularizer results in our attention becoming very selective early
during training which might hinder the exploration of the sampling space.
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Sample image

1 patch

3 patches

6 patches

12 patches

Epoch 0 Epoch 40 Epoch 80 Epoch 120

Figure 2. Visualization of the attention distribution when training with varying number of patches. All the distributions converge to
approximately the same after ∼100 epochs.
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G.1. Histopathology images

In Figure 3 we visualize the learned attention distribution of
attention sampling and we compare it to Deep MIL and the
ground truth positions of epithelial cells in an subset of the
test set.

We observe that the learned attention distribution is very
similar to the one learned by Deep MIL even though our
model processes a fraction of the image at any iteration.
In addition, it is interesting to note that the two methods
produce distributions that agree even on mistakenly tagged
patches, one such case is depicted in figures 11 and 12 where
both methods the top right part of the image to contain useful
patches.

G.2. Speed limits

Figure 4 compares the attention distributions of Deep MIL
and attention sampling on the Speed Limits dataset (§ 4.4
in the main paper). This dataset is hard because it presents
large variations in scale and orientation of the regions of
interest, namely the speed limit signs. However, we observe
that both methods locate effectively the signs even when
there exist more than one in the image. Note that for some
of the images, such as 6 and 15, the sign is not readable
from the low resolution image.

H. Network Architecture Details
In this section, we detail the network architectures used
throughout our experimental evaluation. The ultimate detail
is always code, thus we encourage the reader to refer to
the github repository https://github.com/idiap/
attention-sampling.

H.1. Megapixel MNIST

We summarize the details of the architectures used for the
current experiment. For ATS, we use a three layer con-
volutional network with 8 channels followed by a ReLU
activation as the attention network and a convolutional net-
work inspired from LeNet-1 (LeCun et al., 1995) with 32
channels and a global max-pooling as a last layer as the
feature network. We also use an entropy regularizer with
weight 0.01. The CNN baseline is a ResNet-16 that starts
with 32 channels for convolutions and doubles them after
every two residual blocks.

We train all the networks with the Adam (Kingma & Ba,
2014) optimizer with a fixed learning rate of 10−3 for 500
epochs.

H.2. Histopathology images

We summarize the details of the architecture used for the
experiment on the H&E stained images. For ATS, we use a
three layer convolutional network with 8 channels followed
by ReLU non linearities as the attention network with an en-
tropy regularizer weight 0.01. The feature network of is the
same as the one proposed by (Ilse et al., 2018). Regarding,
the CNN baseline, we use a ResNet (He et al., 2016) with 8
convolutional layers and 32 channels instead.

We train all the networks for 30,000 gradient updates with
the Adam optimizer with learning rate 10−3.

H.3. Speed Limits

We detail the network architectures used for the current
experiment. For attention sampling, we use an attention net-
work that consists of four convolutions followed by ReLU
non-linearities starting with 8 channels and doubling them
after each layer. Furthermore, we add a max pooling layer
with pool size 8 at the end to reduce the sampling space
and use an entropy regularizer weight of 0.05. The feature
network of both our model and Deep MIL is a ResNet with
8 layers and 32 channels. The CNN baseline is a ResNet-16
that starts with 32 channels for convolutions and doubles
them after every two residual blocks.

Again, we we use the Adam (Kingma & Ba, 2014) optimizer
with a fixed learning rate of 10−3 for 300,000 iterations.
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Figure 3. We visualize in groups of 4, the H&E stained image, the ground truth positions of epithelial cells, the attention distribution of
Deep MIL and the attention distribution of attention sampling. We observe that indeed our method learns to identify regions of interest
without per patch annotations in a similar fashion to Deep MIL.
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Figure 4. Visualization of the positions of the speed limit signs in test images of the dataset as well as the two attention distributions of
Deep MIL (left) and attention sampling (right) and the patches extracted from the high resolution image at the positions of the signs. Both
methods identify effectively the speed limit in the high resolution image.
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