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Running 100 times the MNIST experiment, with randomized weights, we get:

<table>
<thead>
<tr>
<th></th>
<th>Worst</th>
<th>Median</th>
<th>Best</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.3%</td>
<td>1.0%</td>
<td>0.82%</td>
</tr>
</tbody>
</table>
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There is no unbiased estimator of the variance of cross-validation valid under all distributions (Bengio and Grandvalet, 2004).
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The global overall process looks more like
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Top-tier conferences are demanding regarding experiments, and are biased against “complicated” pipelines.

The community pushes toward accessible implementations, reference data-sets, leader boards, and constant upgrades of benchmarks.
The end
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